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Huang*, T. H., Ferraro*, F., Mostafazadeh, N., Misra, I., Agrawal, A., Devlin, J., ... & Mitchell, M. (2016, June). Visual 
storytelling. In Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational 
Linguistics: Human Language Technologies (pp. 1233-1239).



2013-2016: 
Vision-and-Language Explosion
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Ferraro, et al. (2015, September). A Survey of Current Datasets for Vision and Language Research. In Proceedings of the 
2015 Conference on Empirical Methods in Natural Language Processing (pp. 207-213).

VQA: 2015

COCO Caption: 2015

Flickr30k Entities: 2015

Visual Genome: 2016



Direct, Literal Descriptions
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Evaluative, Figurative Language
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“Sitting in a Room” vs. “Bonding”
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• Abstract terms = Ideas or concepts, e.g., ‘love’ or ‘think’.

• Concrete terms = All the objects or events.
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Concrete vs. Abstract Terms



How to collect figurative text for images?

• Design Constraints
• Vision-and-language data (multiple images → a story)

• Real-world human activities

• Temporal relations

• Need multiple references for each instance (learned 
from MT)
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A photo album of an event
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Form a photo sequence
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+
[A Short Story

About the Photo Seq]

Write a story for it



Dataset Construction Workflow
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Dataset Construction Workflow (Cont.)
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Form a photo seq + write a short story
(2 crowd workers)



Dataset Construction Workflow (Cont.)
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Pick a photo seq + write a short story
(3 crowd workers)



Dataset Construction Workflow (Cont.)
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DII: Description for Images in Isolation
DIS: Description for Images in Seq
SIS: Story for Images in Seq



Worker Interface
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What do the stories look like?
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“A discus got stuck up on the roof. Why not try 
getting it down with a soccer ball? Up the soccer 
ball goes. It didn’t work so we tried a volley ball. 
Now the discus, soccer ball, and volleyball are all 
stuck on the roof.”



Compare with Image Captions
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A black frisbee is sitting on top of a roof. 
A man playing soccer outside of a white house with 
a red door.
The boy is throwing a soccer ball by the red door.
A soccer ball is over a roof by a frisbee in a rain 
gutter.
Two balls and a Frisbee are on top of a roof.



10k+ Flickr Albums Included

• 10k+ x 2 unique photo sequences

• 10k+ x 5 unique short stories
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VIST Has More Abstract Terms
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Closer to Modern, Internet English
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Format of VIST Task
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Input: A sequence of 5 photos

Output: A short story describing the photo sequence



How to Generate Stories (in 2015)?
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Example Outputs
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The family got together for a cookout. They had a 
lot of delicious food. The dog was happy to be 
there. They had a great time on the beach. They 
even had a swim in the water.



Example Outputs
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How about evaluation?

• Evaluating story quality is hard.
• Not easy for humans.
• Very hard for computers.
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VIST uses Human Evaluation
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Human Evaluation on 
Different Aspects
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• Visual Storytelling Challenge (2018)
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• Focus ("This story is focused.")

• Structure and Coherence ("The story is coherent."):

• I Would Share (“If these were my photos, I would like 
using a story like this to share my experience with my 
friends.”)

• Written by a Human (“This story sounds like it was 
written by a human.”)

• Visually Grounded (“This story directly reflects 
concrete entities in the photos.”)

• Detailed (“This story provides an appropriate level of 
detail.”)

Mitchell, M., Huang, T. H., Ferraro, F., & Misra, I. (2018, June). Proceedings of the First Workshop on Storytelling. In 
Proceedings of the First Workshop on Storytelling.

Human Evaluation on 
Different Aspects (Cont.)



Humans are still pretty good…
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• Results of VIST Challenge 2018



Automatic Evaluation

• METEOR aligns better with human ratings.
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However …
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Wang, X., Chen, W., Wang, Y. F., & Wang, W. Y. (2018, July). No Metrics Are Perfect: Adversarial Reward Learning for Visual 
Storytelling. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long 
Papers) (pp. 899-909).



And…
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Hsu, T. Y., Huang, C. Y., Hsu, Y. C., & Huang, T. H. (2019, July). Visual Story Post-Editing. In Proceedings of the 57th Annual 
Meeting of the Association for Computational Linguistics (pp. 6581-6586).



VISTRank (ACL’22)
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Other Interesting V&L Work
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Shahaf, D., Horvitz, E., & Mankoff, R. (2015, August). Inside jokes: Identifying humorous cartoon captions. In Proceedings of 
the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (pp. 1065-1074).
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Other Interesting V&L Work (Cont.)

Chandrasekaran, A., Parikh, D., & Bansal, M. (2018, June). Punny Captions: Witty Wordplay in Image Descriptions. In 
Proceedings of the 2018 Conference of the North American Chapter of the Association for Computational Linguistics: 
Human Language Technologies, Volume 2 (Short Papers) (pp. 770-775).



Visual Storytelling Challenge (2018)
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GLACNet
• It received the highest human ratings in the VIST 

Challenge 2018.
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Kim, T., Heo, M. O., Son, S., Park, K. W., & Zhang, B. T. (2018). Glac net: Glocal attention cascading networks for multi-image 
cued story generation. arXiv preprint arXiv:1805.10973.



AREL: Learning to Reward
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Wang, X., Chen, W., Wang, Y. F., & Wang, W. Y. (2018, July). No Metrics Are Perfect: Adversarial Reward Learning for Visual 
Storytelling. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long 
Papers) (pp. 899-909).



Composite Rewards for VIST
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Hu, J., Cheng, Y., Gan, Z., Liu, J., Gao, J., & Neubig, G. (2020, April). What makes a good story? designing composite 
rewards for visual storytelling. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 34, No. 05, pp. 7969-
7976).



Stories Became More Coherent
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• Results of VIST Challenge 2018



But, machine-generated stories 
are still monotonous …
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Why?

• VIST dataset is relatively small
• MS COCO Caption: 995k+ captions 

• VQA dataset: 760k+ questions + 10M+ answers

• ROCStory dataset: 98k+ stories

• VIST dataset: ~50k+ stories

→ Use external resource

• Relations between images were not used/modeled

→ Connect neighbor images
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What can we do?

• VIST dataset is relatively small
• MS COCO Caption: 995k+ captions 

• VQA dataset: 760k+ questions + 10M+ answers

• ROCStory dataset: 98k+ stories

• VIST dataset: ~50k+ stories

→ Use external resources

• Relations between images were not used/modeled

→ Connect neighbor images
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• Modular pipeline

• Image→Words→ Story

• Explicitly connect two neighbor images

• Use external knowledge graphs and datasets

KG-Story
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Hsu, C. C., Chen, Z. Y., Hsu, C. Y., Li, C. C., Lin, T. Y., Huang, T. H., & Ku, L. W. (2020, April). Knowledge-enriched visual 
storytelling. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 34, No. 05, pp. 7952-7960).



Input Photo Sequence
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Step 1: Image to Terms
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Step 2: Enrich Terms
51



Step 3: Term to Story
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Pros and Cons of KG-Story

• Pros
• Easy to use external extractors (image to terms)

• Easy to use external KGs (word enrichment)

• Easy to use external story datasets (story generation)

• Can technically be applied to text-only story generation

• Cons
• Modular pipelines can be harder to work with

• Propagation of error
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Example Output
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Human Evaluation (Rank)
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Bonus: Allow User Control
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Human
comprehensible!



Interactive Visual Storytelling via 
Term Manipulation
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Hsu, C. C., Chen, Y. H., Chen, Z. Y., Lin, H. Y., Huang, T. H., & Ku, L. W. (2019, May). Dixit: Interactive visual storytelling via 
term manipulation. In The World Wide Web Conference (pp. 3531-3535).



Why stop at adding only 1 edge?
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Hsu, C. Y., Chu, Y. W., Huang, T. H., & Ku, L. W. (2021, August). Plot and Rework: Modeling Storylines for Visual Storytelling.
In Findings of the Association for Computational Linguistics: ACL-IJCNLP 2021 (pp. 4443-4453).
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What are the applications of VIST?
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Input: A sequence of photos

Output: A short story describing the photo sequence



Narrating the Environment
61

Lukin, S., Hobbs, R., & Voss, C. (2018, June). A Pipeline for Creative Visual Storytelling. In Proceedings of the First Workshop 
on Storytelling (pp. 20-32).



Content Creation
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Gaps in Text Quality
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Human Editing is Needed 64



Visual Story Post-Editing 65

Hsu, T. Y., Huang, C. Y., Hsu, Y. C., & Huang, T. H. (2019, July). Visual Story Post-Editing. In Proceedings of the 57th Annual 
Meeting of the Association for Computational Linguistics (pp. 6581-6586).



Post-Editing (APE) Task

• Often used in MT

• Treat the text generation model as a black box.

• Pre- and post-edited parallel data are often 
collected.
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Data Collection
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Editing Increased Lexical Diversity
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Post-Editing Improved the Stories
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Example Output
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Huang*, T. H., Ferraro*, F., Mostafazadeh, N., Misra, I., Agrawal, A., Devlin, J., ... & Mitchell, M. (2016, June). Visual 
storytelling. In Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational 
Linguistics: Human Language Technologies (pp. 1233-1239).



Are we there yet?
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Meta Takeaways

•A good dataset sets an interesting and 
rich agenda for the research 
community.

•A good summer intern project could 
shape your career!
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In2Writing Workshop (@ACL’22)
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