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Introduction

The story generation content and 
examples in today’s talk are mainly 
from work that is:

● Academic
● From/for the NLP community
● Text-based
● Collaborative



Why we need strong evaluations for story generation
● Validate research hypotheses

● Compare results with other systems

● Understand a model’s strengths and weaknesses

● Supports future research and model development

● Well-defined and well-scoped research questions and evaluations allow 
measurable progress
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1. Automatic evaluation
    of generated stories

2. Human evaluation
    of generated stories

3. Evaluation of  
    human-machine
    collaborative stories



Automatic Evaluation



Automatic story evaluation
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��● Given a generated story (and 
optionally additional context), 
automatically assess its quality

● Pros: does not require the 
time/$$ of human evaluations, 
can compare and benchmark 
results

● Cons: a metric’s definition of 
“quality” may not align with a 
person’s definition



Lexical overlap metrics
● Measure the n-grams shared 

between two texts

● Compares a candidate text to a 
reference text

Evaluation of Text Generation: A Survey Celikyilmaz et al., 2020 

https://arxiv.org/abs/2006.14799


Example: ROUGE

ROUGE: A Package for Automatic Evaluation of Summaries Lin, 2004

Candidate: my favorite food is pineapple

Reference: pineapple is my favorite tropical fruit

n=1: 4 matches out of 6       ROUGE-1: 0.67
n=2: 1 match out of 5           ROUGE-2: 0.20
n=3: 0 matches out of 4       ROUGE-3: 0.00

https://aclanthology.org/W04-1013/


Embedding-based metrics
● Measure a candidate’s similarity 

to a reference text based on their 
embeddings

● Take advantage of ever-improving 
pretrained NLP models

From Word Embeddings to Document Distances Kusner et al., 2015

https://proceedings.mlr.press/v37/kusnerb15.pdf


Example: BERTScore

BERTScore: Evaluating Text Generation with BERT Zhang et al., 2020

https://openreview.net/pdf?id=SkeHuCVFDr


Diversity metrics
● How unique is the 

generated text?

● Trade-off between text 
that is high-quality and 
text that is diverse

Unifying Human and Statistical Evaluation for Natural Language Generation Hashimoto et al., 2019

https://aclanthology.org/N19-1169


Example: Self-BLEU

Self-BLEU: Texygen: A Benchmarking Platform for Text Generation Models Zhu et al., 2018

Image: The Curious Case of Neural Text Degeneration  Holtzman et al., 2020

https://arxiv.org/pdf/1802.01886.pdf
https://arxiv.org/pdf/1904.09751.pdf


Descriptive metrics
● Analysis of the type of language 

model produces

● The results may not mean much 
alone, but can be compared to 
results on reference texts or text 
generated by other models

Do Massively Pretrained Language Models Make Better Storytellers? See et al., 2019

https://arxiv.org/pdf/1909.10705.pdf


Example: Fusion model vs. GPT-2

Do Massively Pretrained Language Models Make Better Storytellers? See et al., 2019

Generated story 
vs. the prompt

Coherence

Repetition and 
rareness

Syntactic style and 
complexity

Surprisingness

Concreteness

https://arxiv.org/pdf/1909.10705.pdf


Learned metrics
● Train a model on to predict a 

score of the text’s quality

● A metric is usually evaluated by 
its correlation with human 
judgments

BLEURT: Learning Robust Metrics for Text Generation Sellam et al., 2020

[Source]

https://aclanthology.org/2020.acl-main.704/
https://ai.googleblog.com/2020/05/evaluating-natural-language-generation.html


Example: UNION

UNION: An Unreferenced Metric for Evaluating Open-ended Story Generation Guan and Huang, 2020

B: BLEU
M: MoverScore
U: Union

https://aclanthology.org/2020.emnlp-main.736


Example: UNION

UNION: An Unreferenced Metric for Evaluating Open-ended Story Generation Guan and Huang, 2020

https://aclanthology.org/2020.emnlp-main.736


Human Evaluation



Human story evaluation
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��● People read generated story text 
and judge their quality

● Judgments can be about overall 
quality or broken down into 
specific criteria

● Pros: aligned with modeling goals, 
can be more specific/nuanced

● Cons: collecting reliable 
evaluations can be difficult, 
especially when text is long or 
complex



Participants
Are the participants in the human 
evaluation…?:

● Experts?
● In-person?
● Crowdsourced?
● Paid?
● Trained?
● Quality-controlled?



Dimensions of text quality
Is the text…?

● Grammatical
● Fluent
● Coherent
● Creative
● Surprising
● Entertaining

Twenty Years of Confusion in Human Evaluation: NLG Needs Evaluation Sheets and Standardised Definitions 
Howcroft et al., 2020

https://aclanthology.org/2020.inlg-1.23.pdf


Types of human feedback
Is this generated story…?

● Good or bad

● Good on a scale from 1 to 5

● Better than another story

PlotMachines: Outline-Conditioned Generation with Dynamic Plot State Tracking Rashkin et al., 2020

https://aclanthology.org/2020.emnlp-main.349.pdf


Case study: PlotMachines

PlotMachines: Outline-Conditioned Generation with Dynamic Plot State Tracking Rashkin et al., 2020

https://aclanthology.org/2020.emnlp-main.349.pdf


PlotMachines: Automatic evaluation

PlotMachines: Outline-Conditioned Generation with Dynamic Plot State Tracking Rashkin et al., 2020

https://aclanthology.org/2020.emnlp-main.349.pdf


PlotMachines: Human evaluation

PlotMachines: Outline-Conditioned Generation with Dynamic Plot State Tracking Rashkin et al., 2020

https://aclanthology.org/2020.emnlp-main.349.pdf


Collaborative Story Evaluation



Collaborative story generation
● A person works with model 

output to write a story together
● This collaboration can take many 

forms, e.g.,:
○ Auto-complete
○ Incorporating keywords or 

concepts
○ Turn-taking
○ Offering suggestions or 

improvements
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Example: Turn-taking collaborative writing

Creative Writing with a Machine in the Loop: Case Studies on Slogans and Stories Clark et al., 2018

https://dl.acm.org/doi/10.1145/3172944.3172983
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Example: Turn-taking collaborative writing

Creative Writing with a Machine in the Loop: Case Studies on Slogans and Stories Clark et al., 2018

https://dl.acm.org/doi/10.1145/3172944.3172983


How does evaluation change?
● Reference texts are much rarer

● Text can be a mix of human- and machine-generated text

● “Experience” becomes important, not just the generated text

● Evaluations can be from the writer’s perspective or the reader’s 
perspective

“Did you find the generated text helpful?”

vs.

“Did the generated text help produce a high-quality output?”



Creative?
Coherent?

Entertaining?
Grammatical?

Example: Two human evaluation perspectives

Not at all                                             Extremely

1   2   3   4   5   6   7

Is the final story: 

Creative Writing with a Machine in the Loop: Case Studies on Slogans and Stories Clark et al., 2018

https://dl.acm.org/doi/10.1145/3172944.3172983


Types of evaluation for collaborative writing
1. Automatic metrics 2. Human evaluations 3. Interaction metrics

● Edit distance
● % suggestions accepted
● Time to complete the 

story

Say Anything: Using Textual Case-Based Reasoning to Enable Open-Domain Interactive Storytelling
Swanson and Gordon, 2012

https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.980.6270&rep=rep1&type=pdf


Challenges in human evaluation with today’s models
● Text generation models have 

improved, and generated text is 
more fluent and higher quality 
than ever before

● Crowdsourced evaluations are 
increasingly common

● The easiest evaluation is not 
always the best evaluation 

Language Models are Unsupervised Multitask Learners Radford et al., 2019

https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf


This looks like 
something I’d read in a 

book

Definitely human-generated

GPT-3
(Brown et al., 2020)

Once upon a time, in a land not so far away, there was a lovely young maiden named Charlotte. She had 
many admirers, but none as devoted as the prince. They were to be married, and she was the happiest 
girl in the world. One day, while she was walking in the forest, she came upon a fairy who offered her 
three wishes. She thought for a long time and then said, “I wish for a million dollars.”

“Your wish is granted,” said the fairy. “But you must pay a terrible price for it.”

“I don’t care,” said Charlotte. “I’ll do anything to be rich.”

It seems kind of weird for a 
fantasy character to wish for 
something as concrete as a 

million dollars.

Possibly machine-generated



Experiment setup

All That’s ‘Human’ Is Not Gold: Evaluating Human Evaluation of Generated Text Clark et al., 2021

GPT-2 GPT-3

130 evaluators

780 evaluators, 3900 judgments

Model

Domain

Evaluators

https://aclanthology.org/2021.acl-long.565/


Accuracy results

All That’s ‘Human’ Is Not Gold: Evaluating Human Evaluation of Generated Text Clark et al., 2021

https://aclanthology.org/2021.acl-long.565/


Contradicting opinions

All That’s ‘Human’ Is Not Gold: Evaluating Human Evaluation of Generated Text Clark et al., 2021

https://aclanthology.org/2021.acl-long.565/


What did evaluators say they based their answers on?

47% 25% 28%

All That’s ‘Human’ Is Not Gold: Evaluating Human Evaluation of Generated Text Clark et al., 2021

Form
Grammar, genre, 

level of detail

Content
Common sense, 

factuality, etc.

Machine abilities
Writer’s intent or 

capabilities

https://aclanthology.org/2021.acl-long.565/


Can we train evaluators to do better?

All That’s ‘Human’ Is Not Gold: Evaluating Human Evaluation of Generated Text Clark et al., 2021

https://aclanthology.org/2021.acl-long.565/


Accuracy after training

All That’s ‘Human’ Is Not Gold: Evaluating Human Evaluation of Generated Text Clark et al., 2021

https://aclanthology.org/2021.acl-long.565/


Collaborative story writing

I liked the suggestions I received.

Not at all                                             Extremely



“Choose Your Own Adventure” evaluation

Choose Your Own Adventure: Paired Suggestions in Collaborative Writing for Evaluating Story Generation Models 
Clark and Smith, 2021

https://aclanthology.org/2021.naacl-main.279.pdf


“Choose Your Own Adventure” evaluation

Choose Your Own Adventure: Paired Suggestions in Collaborative Writing for Evaluating Story Generation Models 
Clark and Smith, 2021

Human-authored text

Machine-generated
text

Writer preferences

Writer revisions

https://aclanthology.org/2021.naacl-main.279.pdf


“Choose Your Own Adventure” evaluation

Choose Your Own Adventure: Paired Suggestions in Collaborative Writing for Evaluating Story Generation Models 
Clark and Smith, 2021

1. Is my model better at 
generating story 
suggestions than a 
baseline model?

2. How useful are the 
models’ suggestions?

3. How does the 
model-generated text 
compare to 
human-authored text?

https://aclanthology.org/2021.naacl-main.279.pdf


Storium

STORIUM: A Dataset and Evaluation Platform for Machine-in-the-Loop Story Generation Akoury et al., 2020

https://aclanthology.org/2020.emnlp-main.525.pdf


CoAuthor

CoAuthor: Designing a Human-AI Collaborative Writing Dataset for Exploring Language Model Capabilities
Lee et al., 2022

https://arxiv.org/pdf/2201.06796.pdf


Collaborative writing for better model evaluation
Collaborative story writing as:

✍ 1. An engaging and useful 
tool for writers

󰟾 2. An evaluation platform for 
NLP researchers

Creative Writing with a Machine in the Loop: Case Studies on Slogans and Stories Clark et al., 2018

https://dl.acm.org/doi/10.1145/3172944.3172983


Recommendations



Recommendations for designing evaluations

Repairing the Cracked 
Foundation: A Survey of 
Obstacles in Evaluation 

Practices for Generated Text
Gehrmann et al., 2022

https://arxiv.org/pdf/2202.06935.pdfhttps://arxiv.org/pdf/2202.06935.pdf
https://arxiv.org/pdf/2202.06935.pdfhttps://arxiv.org/pdf/2202.06935.pdf
https://arxiv.org/pdf/2202.06935.pdfhttps://arxiv.org/pdf/2202.06935.pdf
https://arxiv.org/pdf/2202.06935.pdfhttps://arxiv.org/pdf/2202.06935.pdf


Considerations for collaborative story evaluation design
● What aspects of the generated text do you care about evaluating most?

● What collaborative role is the model playing?

● Who is the audience for the model?

● Tradeoffs between quality of the evaluation and the quality of the writing experience

● Combinations of evaluation types and methods

● Comparisons to previous methods

● Investigate errors and potential weaknesses

● When reporting evaluation results, explain:
○ What you did
○ Why you did it
○ Possible shortcomings


